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                                                                                            ABSTRACT                           
 

Handwritten character recognition is a fundamental problem in the field of image processing and 
pattern recognition. With the increasing digitization of information, the accurate and efficient 
recognition of handwritten characters has gained significant importance. This paper presents an 
analysis of various techniques and approaches used for handwritten character recognition, focusing 
on both traditional methods and modern deep learning-based approaches and  artificial neural 
networks (ANN), intelligent character recognition (ICR), and intelligent word recognition (IWR) as 
methods for identifying handwriting (IWR).  Convolutional Neural Networks (CNNs), Recurrent 
Neural Networks (RNNs), and their variants have demonstrated remarkable performance in 
capturing complex patterns and hierarchies in handwritten characters. The paper delves into the 
architecture and functioning of these networks, emphasizing their ability to automatically learn 
relevant features from raw input data. Transfer learning and data augmentation techniques are 
explored as means to mitigate the challenges of limited training data. Multiple characters entered 
in a single picture, tilted image, and rotated image are all dealt with using additive image processing 
methods. With the unseen test picture, training system had a more than 95% accuracy on average. 
The objective of the research work is to analyse learn how to recognize handwritten characters and 
to investigate the current state of handwritten word recognition research. 

 
 
1. Introduction 

Handwritten character recognition is the task of converting handwritten text into digital format, holding great 
significance across various domains. It enables the digitization of historical documents, streamlines postal services, 
enhances banking processes, facilitates education, and improves personal device interactions. This recognition 
process is challenging due to the diverse nature of human handwriting, encompassing different styles and 
variations. The importance of accurate recognition lies in its ability to efficiently convert handwritten content into 
machine-readable data, thus enabling accessibility, searchability, and automation in fields ranging from document 
preservation to modern digital interfaces. The accuracy of text recognition in existing systems is strongly influenced 
by the caliber of the input document. To increase system accuracy, many classifiers use uppercase and lowercase 
English alphabets. Offline and online handwriting digital recognition are the two primary varieties of handwritten 
digital recognition. Although the latter is limited by the input device, the former is easier to distinguish than the 
latter. A scanner, digital camera, CCD, or other image capture device may be used as the latter. It is more extensively 
utilized since it is not limited by the input device. At the moment, the three primary features of handwriting digital 
recognition are as follows. 
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Human intelligence distinguishes them from machines. Several tasks that machines cannot complete independently 
can be completed by humans. One of these jobs is the recognition of handwritten text. Although many academics 
have studied text recognition in handwritten documents intensively over the past few decades, many automated 
handwriting systems have been developed by different researchers in the past. However, the recognition algorithm 
and its effectiveness are currently under investigation. Modern handwriting recognition systems frequently 
perform poorly on a variety of handwriting samples due to the huge range of handwriting styles. 

Handwritten character recognition methods often involve many phases, such as feature extraction categorization, 
preprocessing, and postprocessing. Feature extraction and classifier design, on the other hand, are the two most 
important processes in any recognition system. Many scholars developed handwritten text recognition systems for 
a variety of languages, including English, Chinese, Arabic, Japanese, Bangla, Malyalam, and others. Even yet, these 
scripts' recognition issues cannot be regarded fully resolved. ANN has shown to be a lifesaver in the development 
of an effective and precise recognition software for handwritten text. The use of ANN in the design is one of the 
most common ways that computers are taught to have human-like abilities. Neural networks, whose design is 
modelled after that of the human brain, are particularly useful for tackling issues that cannot be represented in a 
series of simple steps, such as pattern recognition, object categorization, data mining, and series prediction. The 
major goal of this research is to create an effective based on ANN, a handwritten English character and number 
recognition system. This study comprises 52 classes since handwritten characters may combine case (capital and 
smaller letters) of English characters (26 for capital and 26 for small). The reader should be aware that we did not 
look at the recognition of their English symbols. The average accuracy of the neural network is a respectable 95%. 
Two different learning methods (Scaled conjugate gradient and Resilient Back-propagation) are examined in order 
to train the ANN. The remainder of the paper is structured as follows: Part 2 presents the review of the literature 
in the field of handwritten text recognition. The suggested framework is detailed in Section 3. The fourth section is 
devoted to a description of the planned work's findings. Section 5 concludes the current study by making 
recommendations for future research in this topic. 

According to Garcez et al. (2002) and Fu et al. (2002), there are various approaches to retrieve the information that 
a neural network has learnt today (1994). We originally transformed the recurrent neural network into a difference 
equation in Lundstedt et al. (2002). The difference equation was then compared to the differential equation that 
describes the solar wind-magnetosphere relationship. We were able to derive additional information regarding the 
geomagnetic storm's decay duration using the neural network knowledge. The recurrent neural network has picked 
up on some new and fascinating physics. We also compare differential equations characterizing solar activity with 
recurrent neural networks. Networks may also be coded with knowledge and physics (Fu, 1994). The topology is 
governed by physics principles and knowledge. 

 

1. The most commonly used digital language on the planet is Arabic, and its research approaches are widely 
employed. Scholars may talk about them and compare them. 

 
2. The small pattern number category can be used as an experimental tool to evaluate the viability and 

effectiveness of various research approaches, which can help with the analysis and verification of fresh ideas. 

3. To solve additional issues with character recognition and serve as a standard to recognise other characters, the 
handwritten digital recognition method can simply be implemented. At the same time, artificial intelligence is 
being used to promote and improve contemporary technologies corresponding to big data, cloud computing, 
and data mining. But, by assisting with routine word processing, statistics, and prediction, Productivity and 
competitiveness will surely grow if large amounts of data are entered into computers using handwritten digital 
recognition capabilities. In addition to being vital in practise, the research of digital recognition of an opponent's 
writing has several potential uses. 
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4. Despite the fact that there are certain problems in the research. When the accuracy rate meets the application's 
criteria, it will undoubtedly have significant societal and economic implications. As a result, it has some practical 
value. Handwriting digital recognition is, of course, theoretically significant. First off, the ten Arabic numbers 
from 0 to 9 are deeply ingrained in each nation, region, and country. As they are practically universally used, 
they can be seen as emblems of uniform usage. As a result, the research digital handwriting recognition is not 
an isolated phenomenon, but rather may collaborate and learn from one another. The diversity of digital 
recognition is also restricted to English and characters, and it only has 10 digits. The minimal number of types 
makes it easy to employ some new algorithm models to arrive at a decision rapidly. Based on the findings of 
theoretical analysis and research, these new algorithms and models might be improved even further. In the 
future, better algorithms and models will be employed to recognize handwritten numbers, including English 
letters and Indian characters. 

2. Literature Review  

The evolution of handwritten character recognition methods has undergone a remarkable transformation over 
time, driven by advancements in technology and machine learning. Early approaches relied on rule-based methods, 
attempting to define rigid patterns for character identification. However, these methods struggled to accommodate 
the inherent variability in handwriting styles and were limited in accuracy. 

The introduction of template matching techniques marked a step forward, where predefined character templates 
were matched against input samples. Although this improved recognition accuracy, the methods were sensitive to 
variations in size, orientation, and writing style, hindering their adaptability to diverse handwriting. 

The breakthrough came with the emergence of feature extraction and classification methods. These techniques 
aimed to capture unique characteristics of characters through approaches like Histogram of Oriented Gradients 
(HOG) and Support Vector Machines (SVM). This phase paved the way for more sophisticated machine learning 
approaches like Hidden Markov Models (HMM) and decision trees, which showed promise in handling sequential 
data and complex patterns. 

However, the true revolution arrived with the resurgence of neural networks. Multilayer Perceptrons (MLPs) and 
Convolutional Neural Networks (CNNs) enabled models to learn features directly from data, reducing the need for 
manual feature engineering. The subsequent integration of deep learning techniques, such as Recurrent Neural 
Networks (RNNs) and Long Short-Term Memory (LSTM) networks, revolutionized the field by effectively handling 
sequential patterns in handwriting. 

The transition to end-to-end models, capable of taking raw pixel inputs and producing character labels, eliminated 
the intermediary steps and enhanced accuracy. Moreover, the integration of transformers and attention 
mechanisms showcased the potential for handling sequences of varying lengths and capturing long-range 
dependencies. 

3. Hand-written word recognition research status quo 

A significant driver of progress was the availability of large handwritten datasets and the ability to leverage 
pretrained models on vast text corpora. These developments have collectively propelled handwritten character 
recognition from rudimentary rule-based systems to sophisticated, data-driven models capable of accurately 
deciphering diverse handwriting styles. This evolution underscores the impact of combining technological 
innovation with machine learning expertise, fostering continuous growth in the realm of handwritten character 
recognition.The study of multi-algorithm handwritten script recognition is gaining momentum, and the rate of 
recognition is gradually rising. These scribbled numbers identification techniques, however, are based on separate 
data sets provided by different organizations. For numeric recognition, researchers use optical template matching. 
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They project ten numerical characters, numbered 0 to 9, onto ten templates. Since the numeric characters cover 
up the template's light-transmission area, they can only be recognized when the light is at its brightest. Parks et al. 
presented a technique for character topological extraction properties and a method for finding multi-level 
structural relationships in the early 1970s. Scholars began applying approaches like as OCR technology uses artificial 
neural networks, support vector machines, and logic in the 1980s, which resulted in improved outcomes. The 
Chinese Academy of Sciences conducted more research on digital recognition in the late 1970s, successfully 
establishing China's first zip code recognition sample. Simultaneously, Fudan University researchers started 
researching the identification and created China's first printed digital character recognition device of printed digital 
characters. Many Chinese colleges and institutions conducted a systematic study on digital character recognition 
around the end of the 1980s, and digital recognition then reached the pinnacle of research. Scholars have suggested 
a number of ways for digitally recognizing handwriting, which may be classified into the following groups. 

1. The mechanism for matching templates. Each category has a template, and when characters are identified, 
they are compared to all of the templates. With the slightest difference, the recognized category corresponds 
to the same category as the template. This approach works well with print or conventional characters and isn't 
suitable for handwritten characters that are randomly written. 

2. The use of logic. The constructed rules of the characters to be recognized are provided first for each pattern 
class; each character has a matching pattern class. The recognition result is then obtained by reasoning about 
it using a set of rules from the knowledge base. The problem of this strategy is that obtaining composition 
instances of recognized characters is challenging. 

3.  The third approach is the statistical pattern method. A statistical character is the theory of mathematical 
decision-making is the foundation upon which the recognition model was developed. And statistical analysis, 
which handles extracts character characteristics and recognizes characters for classification. The challenge with 
this strategy is that extracting structural traits that match the criteria is tough. 

4. The way the structural statement is written. The complicated pattern is broken down into several sub-elements 
after being deconstructed into various basic sub-pattern combinations. Finding the base and sub-patterns helps 
to find complex patterns. The identification impact of this approach is not very excellent due to the difficulty of 
extracting the base. 

5. Uncertainty in judgment The fuzzy set is split up by the membership function into a number of subsets, each 
with the same number of pattern categories, which are then classified according to proximity. This method can 
pick up on the sample contains some noise and distortion., but creating a strong membership function is 
difficult. 

6. Make use of the vector machine approach. Using restricted learning samples, based on the idea of structural 
risk reduction and the VC dimension theory, the ideal balance in order to give a stronger identification effect 
and a greater generalisation capacity, a balance between the model's complexity and learning capacity is 
desired.. However, for large-scale training data, this strategy is challenging to apply. 

The law of neural networks. A distributed and parallel information processing method called a  neural network that 
mimics animal neural networks' behaviour. It has the capacity to learn and adapt on its own. Examples of neural 
networks include convolution neural networks, deep belief networks, feed-forward neural networks, and BP neural 
networks. CNN contains the properties of automated extraction, local connections, and weight sharing, in addition 
to the standard neural network's excellent fault-tolerance, self-improvement, and flexibility. The results of the 
simulations demonstrate that this strategy may enhance how well does the categorisation of traditional reel neural 
networks. Alani suggested a handwritten digital recognition approach that combines a Restricted Boltzmann 
Machine (RBM) and a CNN structure to extract valuable features from the original data, input the retrieved features 
into CNN, and monitor the training and testing process. The results of the experiments demonstrate that the 
strategy may boost accuracy greatly. Darmatasia and colleagues suggested a handwritten digital recognition 
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approach that uses CNN as a feature extractor and combines CNN's L1 loss function with SVM and L2 normalisation. 
SVM also outperforms CNN as a classifier in terms of recognition. 

4. Resilient Back-Propagation Artificial Neural Network  

The objective of this research is to develop a system that can process handwritten English characters as input, 
extract the best features from them, train a neural network with either Scaled conjugate gradient or Resilient Back-
propagation, identify the input text class, and then produce a computerized version of the text. The whole system 
is split into two sections: ANN training using image databases and ANN testing with test pictures. Figure 1 depicts 
the ANN's training section, whereas Figure 2 depicts the ANN's testing section. 

 

Figure 1: Block diagram of training part of ANN 

The proposed work's training section includes the following steps: creating a dataset, preprocessing it, extracting 
features from the preprocessed dataset, generating a feature vector and a test vector, an ANN that has been 
trained, and the ANN that has been produced for testing. The testing section contains some additional pre-
processing processes, such as determining the number of letters in the input picture, but it does not include any 
ANN training. On the contrary, it employs trained ANN immediately after the production of feature vectors. 
Segmentation is a key phase in the test method since it aids in determining the amount of characters. Figures (1) 
and (2) illustrate a full description and operation of each block included in the training and testing procedures, 
respectively. 

 

Figure 2: Block diagram of testing part of ANN 

5.Results  

The Handwritten Character Recognition system was put to the test on a variety of scanned handwritten pictures in 
various styles. The outcomes were really favorable. To reduce the noise, the suggested system conducts pre-
processing on the picture. The bit map picture representation is used to extract features, which results in a 
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classification rate of roughly 95%. The suggested approach is beneficial since it trains the neural network with less 
features, resulting in quicker convergence (less time for training). The benefit also comes from the fact that feature 
extraction, training, and testing need less processing. Table shows a feature comparison chart of the proposed 
system with previous systems (1). 

Table 1 compares the proposed system's features to those of comparable systems. 

Description Training 
Time 

Accuracy English 
Character 
(Capital / 
Small) 

Performance 
(can extract 
many characters 
in single image? 

Can 
Perform 
Tilt 

Automatic 
Extraction 

Treat 
with 
symbol 

Velappa et al. 

[18] 

Low Medium Only 

Capital 

Able to extract No Yes Yes 

Rajib et al. 

[17] 

High High Only 

Capital 

Unable to 
extract 

No Yes Yes 

Rakesh et al. 

[20] 

Medium Medium Only 

Capital 

Unable to 
extract 

No Yes Yes 

Anshul et al. 
[23] 

Low High Both Unable to 
extract 

Yes Yes No 

Serrano et al. 

[24] 

Medium High Only 

Capital 

Unable to 
extract 

Yes No Yes 

Proposed        

 

Table 2: Resilient Back-propagation Results 

Configuration of ANN (input-
hidden-output) layers 

Accuracy (%) Training Time (second) 

35-10-52 64 69 
35-20-52 66 75 
35-30-52 69 85 
35-40-52 73 98 
35-50-52 77 109 
35-60-52             83 117 
35-70-52                            87                                     139 
35-80-52         93                            151 
35-90-52        91                            169 
35-100-52       88                                      187 
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The suggested technique produced excellent results for photos containing handwritten text written in a variety of 
styles, sizes, and alignments, and a variety of backgrounds. Even if the picture has noise in either the letters or the 
backdrop, it properly recognises the majority of handwritten characters. It demonstrates that our approach 
outperforms other systems in terms of compression, with the exception of dealing with symbols In terms of both 
accuracy and training time, the Scaled conjugate gradient learning approach performs significantly better than the 
Resilient Back-propagation methodology as shown in table (2). Table (2) also shows that as the number of concealed 
layers increases, so does the amount of training time required, since the involved weights (weights to be trained) 
rise in tandem. The accuracy rises in tandem with the buried layer, but after a while, it begins to fall. This occurs 
due to an overabundance of accessible weights that must be trained under strict conditions. The decision of how 
many hidden layers to use is always a heuristic challenge. However, the majority of research papers always use two 
input layers. This circumstance is akin to a math issue in which there are more than 'n' equations to solve for 'n' 
variables. Overtraining occurs as a consequence of this, and the system's performance suffers as a result. Table (2) 
clearly shows that '80' is the best concealed layer for the proposed system. 

6. Conclusion  

The introduction of feature extraction and classification marked a significant leap. Techniques like Histogram of 
Oriented Gradients (HOG) and Support Vector Machines (SVM) enabled capturing unique character traits. Yet, the 
breakthrough came with neural networks. Multilayer Perceptrons (MLPs) and Convolutional Neural Networks 
(CNNs) learned features directly from data, reducing dependence on manual feature engineering. The integration 
of deep learning, particularly Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) networks, 
revolutionized sequential pattern handling. The transition to end-to-end models, coupled with transformers and 
attention mechanisms, streamlined the process and improved accuracy by considering raw pixel data and long-
range dependencies.The design and testing of a planned handwritten character recognition system has been 
completed. There has been a comparison with similar studies. The application created can test and classify the input 
character into 52 different classes with an accuracy of more than 95% because ANNs were trained for this purpose 
using a variety of input samples. There were two separate learning algorithms utilized. While employing the same 
configuration, the Scaled Conjugate Gradient method proved to be a superior in terms of accuracy and training 
time, the Resilient Back-propagation algorithm is a better learning algorithm. Hybrid feature extraction approaches 
will be developed in the future to improve accuracy. Better categorization techniques will also be researched in 
order to reduce the number of incorrectly labeled images. Finally, the suggested effort will be expanded to include 
Arabic language identification. 

References 
 
1. A Alani., (2017) Arabic handwritten digit recognition based on restricted Boltzmann machine and convolutional neural 

networks, Information, vol.8, no.4, pp.142-150. 
2. C. Y Ma. and H Zhang., (2015) Effective handwritten digit recognition based on multi-feature extraction and deep analysis, 

Proceedings of the 12th International Conference on Fuzzy Systems and Knowledge Discovery, Zhangjiajie: IEEE, pp.297-
301.  

3.  M. L Hao., Q. C Tian., and X Bai., (2014) The study of feature extraction of handwritten digits based on ruler algorithm, 
Applied Mechanics and Materials, pp.1202-1207. 

4. J. Pradeep, E. Srinivasan, S. Himavathi, (2012) Neural network based recognition system integrating feature extraction and 
classification for English handwritten. Int. J. Eng. 25(2), 99–106  

5. M. Srivastava, C. Mahanta, (2011) Offline handwritten character recognition using neural network, in International 
Conference on Computer Applications and Industrial Electronics (ICCAIE) 

6. K. Prasad, D.C. Nigam, A. Lakhotiya, D. Umre, (2013) Character recognition using matlab’s neural network toolbox. Int. J. 
u- and e- Serv. Sci. Technol. 6(1). 

7. X. H. Wu and J. J Zhou, (2006) Fuzzy discriminant analysis with kernel methods, Pattern Recognition, vol.39, no.11, pp.2236-
2239. 

8. N. Arica, F. Yarman-Vural, (2001)  An overview of character recognition focused on off-line handwriting. IEEE Trans. Syst. 
Man Cybern. Part C Appl. Rev. 31(2), 216–233. 



 

 160 

Journal of Sustainable Science and Transformative Research - Reviews & Letters, 2 (2), 153-159 (2023) 

 

9. B. Verma, M. Blumenstein, S. Kulkarni, (2000) Recent achievements in offline handwriting recognition systems 8. R. 
Plamondon, S.N. Srihari, On-line and off-line handwriting recognition: a comprehensive survey. IEEE Trans. Pattern Anal. 
Mach. Intell. 22(1). 

10. Zufar Kayumov, Dmitrii Tumakov, and Sergey Mosin, (2020) Hierarchical convolutional neural network for handwritten 
digits recognition, Procedia Computer Science, vol.171, pp.1927-1934, (2020) DOI: 10.1016/j.procs.2020.04.206. 


